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1 Summary 

Imaging and defect detection in polycrystalline materials is a topic of significant interest and practical 

importance in non-destructive evaluation (NDE). Among many different inspection modalities ultrasonic 

testing is one of the most commonly applied methods because of the relatively low cost, good penetration 

depth, inspection speed, and portability. Recent advances in ultrasonic imaging have been based on the 

use of phased arrays. The concept of Full Matrix Capture (FMC), which consists of recording signals from all 

transmitter-receiver array elements, has completely transformed the use of ultrasonic arrays for NDE. This 

approach led to the development of many advanced signal processing algorithms, for example, multi-modal 

imaging and sub-wavelength defect characterisation methods. Although the basic principles of ultrasonic 

array imaging are now well established, the problem of optimising the parameters of ultrasonic array 

system for defect detection and characterisation in coarse grained materials remains open. This is a key 

motivation for the current work. In this report a general model for grain scattering noise in ultrasonic array 

images is developed, which includes both single and multiple scattering components and is used to 

quantitatively analyse the array imaging performance. The model allows to formulate quantitative 

guidelines that relate the image SNR to array system parameters. The results are illustrated on simulated 

and experimental data. 
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2 Introduction 

In this report, the problem of optimising the parameters of an ultrasonic array system for inspection of 

coarse grained materials is considered. One common method of evaluating the limits of the inspection is 

with the use of probability of detection curves, calculated using large numbers of experimental results on 

many samples with artificially manufactured defects, all at a great cost. On the other hand, measuring 

backscattered signals from defect-free samples can be easily performed in an industrial setting and such 

samples are relatively cheap. This fact led to the development of an efficient modeling technique, which 

combines a simulated defect response with experimentally measured structural noise [1,2]. It has been 

demonstrated that this approach gives accurate results for the full range of signal-to-noise ratio (SNR), 

where meaningful data can be drawn from the image. Alternatively, the full complexity of the scattering 

phenomena can be taken into account by using numerical techniques, such as finite element (FE) methods. 

The most significant advancement has been in the utilization of graphics processing units (GPUs), which 

have been shown to reduce the processing time by 1–2 orders of magnitude [3,4].  

However, the assessment of the array imaging performance using all mentioned methods can be performed 

only for some particular array configurations and defect types and sizes. Critically, these approaches cannot 

provide the full understanding of the relative importance of different physical factors and array parameters 

affecting the signal-to-noise (SNR) behaviour. The difficulty of inspecting polycrystalline materials is 

explained by the phenomenon of the ultrasonic wave scattering from grain boundaries. This interaction 

produces a backscattered signal which manifests itself as a speckle pattern on the ultrasonic array image 

and makes defect detection challenging. The scattering response consists of single and multiple scattering 

contributions. In single scattering, the main assumption is that the incident wave is only scattered by one 

local material scatterer. In this case the analysis of scattered signals allows an analytical treatment, and it 

has been extensively studied by many researchers. In the contexts of the inspection optimisation two 

important results must be mentioned. Firstly, Thompson and co-workers developed and validated single 

scattering models (using the Born approximation) of grain noise in aero-engine materials inspected using 

conventional ultrasonic single-element probes [5]. Secondly, Wilcox generalised this approach for 

predicting the SNR in a phased array image [6], which was then applied for comparison of ultrasonic array 

imaging algorithms in highly scattering materials [7]. 

However, it is well understood that the underlying physical reason for the detection limit corresponds to 

the increase of the multiple scattering contribution (when absorption losses are small). In multiple 

scattering, the signal is scattered many times between different scatterers. This process is much more 

complex compared to the single scattering case, and is usually modelled by applying various 

approximations, or by using numerical techniques. The fundamental difficulty in predicting the imaging 

performance is that the measured signal represents a combination of single and multiple scattered waves. 

Therefore, in general, apart from the limiting cases of dominant single and dominant multiple scattering, 

the single and multiple scattering effects cannot be studied separately.  

Recently it has been shown that the relative proportion of the multiple scattering in an ultrasonic array 

image intensity (reffered to as a multiple scattering rate) can be measured from the FMC array data  [8]. 

This development opens the possibility to use multiple scattering rate as a function of frequency and 

imaging depth as an optimisation tool for ultrasonic array inspection. In this work, a general model for grain 

scattering noise in ultrasonic array images is developed, which includes both single and multiple scattering 

components and is used to quantitatively analyse the array imaging performance. The model allows to 
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formulate quantitative guidelines that relate the image SNR to array system parameters. The results are 

illustrated on simulated and experimental data. 
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3 Measurement configuration  

3.1 Test samples 

In this paper, 2-D imaging using a 1-D linear ultrasonic array is considered. The measurements were 

conducted in direct contact configuration, and Cartesian coordinate axes (𝑥, 𝑧) are defined with the 𝑧 axis 

normal to the array (see Fig. 1a). For all examples the array data were acquired using the Full Matrix Capture 

(FMC) procedure and represent a dataset of all possible transmitter-receiver signals. Firstly, experimental 

array measurements were performed on the copper and Inconel 600 (1618-B359-B3) samples. Note, that 

for the Inconel sample the grain size distribution has been thoroughly studied with micrographic analyses 

as well as EBSD, however, metallographic characterisation of the copper sample was not performed. In 

addition, a Finite Element (FE) method was used to simulate array signals scattered by a grain structure, 

and the material properties corresponding to copper were chosen as c11 = 168.6 GPa, c12 = 121.4 GPa, c44 = 

75.4 GPa, and 𝜌 = 8960 kg/m3 (c11, c12, and c44 are elastic constants of a cubic material). Pogo software 

package [3] was chosen as the FE solver. A detailed description of the modelling procedure can be found in 

[2]. The first group of measurements was taken on the defect free part of each sample in order to measure 

the grain scattering data only. The second set of FMC array data was collected for side drilled holes of 

different diameters located directly below array center. Parameters of material samples and ultrasonic 

arrays used to make measurements are listed in Tables 1 and 2, respectively.  

Measurements from defect-free regions were used to estimate an ultrasonic attenuation and longitudinal 

velocity for each sample. The measured A-scan signal was averaged over all trasmitter-receiver pairs (this 

corresponds to the equivalent pulse-echo signal obtained with an unfocused monolithic transducer), and 

then relative amplitude and arrival time of the first and second backwall reflections give the attenuation 

coefficient and the ultrasonic velocity for the considered medium. In this case, no correction for the beam 

spread effect was applied as for the considered array apertures and sample depths this was shown to have 

negligible effect [1,2]. It was found that over array bandwidth the attenuation coefficient as a function of 

frequency follows the power law, 𝛼 = 𝑐𝑓𝑛 , where material parameters c and n are given in Table 1. Note, 

that measured values of power exponent n were very close to an integer, and so the rounded integer values 

were used for the calculations in the rest of the report (see also discussion in [9]).   

 

Sample 
label 

Material Depth 
(mm) 

Average 
grain size / 
standard 
deviation 

(µm)  

Velocity 
(m/s) 

Attenuation Number 
of defect 

free 
measure

ments 

Defects 

n c, 

(𝝁𝒔)𝒏

𝒎
 

A Copper 65 - 4800 2 2.8 8 1 mm SDH at 40 
mm 

B Inconel 90 740 / 400 5844 2 3.8 6 2 mm SDH at 40, 
60 mm 

C Copper, 2D 
FE model 

40 100 / 100 4690 3 0.7 30 2, 0.12 mm SDHs 
at 20 mm 

Table 1: Sample specifications used in experiments and modelling. 
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Sample 
label 

Number of 
Elements 

Central Frequency 
(MHz) 

Element 

Width (mm)              Pitch (mm)               Length (mm) 

A 64 5 0.53 0.63 15 

B 64 2 1.32 1.57 22 

C 64 2.5 0.35 0.5 - 

Table 2: Array transducer specifications used in experiments and modelling. 

 

Figure 1: (a) Array measurement geometry; (b) Image of 1 mm SDH in the copper sample at 3 MHz, 𝝋 = 𝟐𝟎𝟎. 

 

3.2 Defect scattering matrix 

The scattering behaviour of a defect can be characterised by its scattering coefficient matrix [10], which 

represents defect’s scattering directivity pattern for a given incident plane wave. In a general 3D case, for 

a unit amplitude incident plane wave and a defect located at {𝑥0, 𝑦0, 𝑧0},  the frequency spectrum of the 

scattered wave at the location {𝑥, 𝑦, 𝑧} can be written in terms of the angular spectrum, 𝑈3𝐷, as [11,12] 

                                                                        𝑢𝑠𝑐 =
1

4𝜋2
∬𝑈3𝐷(𝑘𝑥, 𝑘𝑦)𝑒

𝑖𝒌𝒓𝑑𝑘𝑥𝑑𝑘𝑦 ,                                      (1) 

where 𝒌 = {𝑘𝑥, 𝑘𝑦 , 𝑘𝑧} is the wavevector and 𝒓 = {𝑥 − 𝑥0, 𝑦 − 𝑦0, 𝑧 − 𝑧0}. In the far-field integral (1) can 

be evaluated using the stationary phase method as 

                                                                        𝑢𝑠𝑐 =
1

𝑟
𝑆3𝐷𝑒

𝑖𝑘𝑟.                                                                                (2) 

The scattering matrix 𝑆3𝐷  is related to the angular spectrum by [11,12] 

                                                                        𝑆3𝐷 =
𝑖𝑘

2𝜋
cos 𝜑𝑈3𝐷 ,                                                                          (3) 

where 𝜑 is the scattering angle, corresponding to the elevation angle in 3D case (see Fig.1). For 1D array 

oriented along 𝑥-axis, the scattered wave field has to be integrated along 𝑦-direction. Therefore, the far-

field expression becomes 

                                                                        𝑢𝑠𝑐 =
1

√𝑟
𝑆2𝐷𝑒

𝑖𝑘𝑟 .                                                                              (4) 

Here 2D scattering matrix, 𝑆2𝐷 , is defined as  
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                                                                        𝑆2𝐷 = 𝑒
−
𝑖𝜋
4 (

𝑘

2𝜋
)

1
2
cos𝜑 𝑈2𝐷 ,                                                        (5) 

where 𝑈2𝐷(𝑘𝑥) = 𝑈3𝐷(𝑘𝑥, 0). Finally, from expressions (3) and (5) the following relationship between 3D 

and 2D scattering matrices can be obtained: 

                                                                        𝑆3𝐷 = 𝑒
𝑖3𝜋/4 (

𝑘

2𝜋
)

1
2
𝑆2𝐷 .                                                                  (6) 
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4 Signal-to-noise ratio  

4.1 Preliminary considirations  

The majority of array imaging methods are based on the single scattering assumption and effectively focus 

the scattered signals back to the scatterer location. In this case the multiple scattering contribution acts as 

a noise, and is the main reason for the image quality degradation at high frequencies and large imaging 

depths. In this report the back-propagation imaging method [11] is used for data processing. However, it 

was shown that the backpropagation method and other well-known linear imaging methods are closely 

related to each other and can all be expressed in the delay and sum form [12]. It means that all results 

obtained here are also directly applicable to other linear imaging algorithms. 

The array imaging performance is mostly affected by two main parameters: an aperture angle (described 

by the angle 𝜑 in Fig. 1a), and a frequency. The aperture angle can be controlled by an angular filter, which 

represents a binary weighting factor applied to the image contributions from array elements [13].  Similarly, 

the imaging frequency is controlled by applying a frequency filter to the FMC data, which are then converted 

into corresponding images. In this work, a Gaussian filter with the center frequency 𝑓 and a half bandwidth 

0.5𝑓 is chosen. This ensures that the resolution in the 𝑧-direction in terms of wavelength is the same at all 

frequencies. 

The defect’s detectability is usually characterised by the signal-to-noise ratio, 𝛿𝑠𝑛𝑟(𝑧, 𝑓, 𝜑), where 𝑧 is the 

defect’s depth. The signal is defined as the maximum image amplitude of the defect. The appropriate noise 

measure is the root mean square (RMS) of the grain noise image amplitude. Ideally, the grain noise should 

be measured at the same location as the defect. In practice this will require defect free reference samples 

and careful calibration, which makes the SNR measurement procedure complicated. Alternatively, the SNR 

can be measured from the same image containing the defect. In this case the noise area must be chosen 

away from the defect position. However, if the image region is located at a different lateral position 

compared to the defect, then it might have a different angular coverage. On the other hand, the image 

region located below the defect is affected by the defect’s shadowing. Therefore, in this work the grain 

noise was measured in the area located at the same lateral position, but above the defect at 𝑧𝑛 < 𝑧 as 

shown in Fig. 1b, resulting in a slightly different SNR value, 𝛿𝑠𝑛𝑟
′ (𝑧, 𝑧𝑛). However, it will be shown that there 

is a direct relationship between  𝛿𝑠𝑛𝑟  and 𝛿𝑠𝑛𝑟
′ , which can be used to calculate 𝛿𝑠𝑛𝑟 .  

A detection threshold is needed to determine the existence of a defect. It is assumed that the grain noise 

image amplitude follows a Rayleigh distribution. If there are 𝑁 independent pixels in the considered image 

area, then the probability of false alarm, 𝑝𝑓𝑎, is given by 

                                                                       𝑝𝑓𝑎 = 1 − (1 − 𝑒
−𝛿𝑠𝑛𝑟

2
)
𝑁
.                                                                  (7) 

If 𝑝𝑓𝑎 ≪ 1, then the required threshold can be estimated as 

                                                                       𝛿𝑠𝑛𝑟 = √ln
𝑁

𝑝𝑓𝑎
.                                                                                     (8) 

In the examples considered in this report 𝑁~100 and the false alarm rate is set to 𝑝𝑓𝑎 = 10
−3, therefore 

the detection threshold is 3.4 or 10.6 dB. 

In terms of image intensities (square of the image amplitude), SNR can be written as 

                                                                       𝛿𝑠𝑛𝑟 = (
𝐼𝑚𝑎𝑥
𝐼
)
1/2

,                                                                               (9) 
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where 𝐼𝑚𝑎𝑥  is the maximum defect image intensity, and 𝐼 is the average grain scattering image intensity. In 

a random scattering medium the total image intensity can be written as a sum of single and multiple 

scattering intensities, 𝐼 = 𝐼𝑆 + 𝐼𝑀 . Then expression (9) for the SNR can be rearranged in order to separate 

single and multiple scattering effects: 

                                                                       𝛿𝑠𝑛𝑟 = 𝛿𝑠𝑛𝑟,𝑆 𝛿𝑆
1/2
,                                                                      (10) 

where the single scattering signal-to-noise ratio, 𝛿𝑠𝑛𝑟,𝑆, and the single scattering rate, 𝛿𝑆, are defined as 

𝛿𝑠𝑛𝑟,𝑆 = (
𝐼𝑚𝑎𝑥
𝐼𝑆
)

1
2
,         𝛿𝑆 =

𝐼𝑆
𝐼
.                                                        (11) 

4.2 Single scattering  

In the single scattering case it was shown that the general expression for the signal-to-noise ratio is given 

by [6] 

𝛿𝑠𝑛𝑟,𝑆 =
𝐴𝑠
𝐴𝑛

1

√∫|𝑃|2𝑑𝒓
.                                                           (12) 

Here 𝐴𝑠  is the scattering amplitude of the defect and 𝑃  is the normalised point spread function (PSF), 

𝑃(0) = 1. Note that for a 3D grain structure (as in experimental examples) the PSF in expression (12) 

corresponds to the 3D point scatterer, although the imaging is performed by 1D array. Then 𝐴𝑛 is the square 

root of the backscattering coefficient, or the grain noise Figure of Merit (FOM) [14-16], which is related to 

the number of grains per unit volume and the average single grain backscattering coefficient. In the 

particular case of equiaxed grains with the average size 𝑑 (which is defined here as the correlation length 

corresponding to the two-point correlation function [17]), the FOM can be written as 

𝐴𝑛 = 𝐶𝑛𝐴̃𝑛/√𝑑,                                                                   (13) 

where 𝐶𝑛  is the material constant, and the normalized Figure of Merit, 𝐴̃𝑛, is given by 

𝐴̃𝑛 =

{
 
 

 
 [

(𝑘𝑑)2

1 + (𝑘𝑑)2
]

3/4

,     2𝐷 (𝐹𝐸 𝑚𝑜𝑑𝑒𝑙)

(𝑘𝑑)2

1 + (𝑘𝑑)2
,      3𝐷.

                                          (14) 

 The defect’s scattering amplitude, 𝐴𝑠, is directly related to the defect’s scattering matrix, 𝑆, as 

𝐴𝑠 = 𝐶𝑠𝐴̃𝑠 ,      𝐴̃𝑠 = 𝑘
𝛽𝑆,                                                              (15) 

where 𝐶𝑠 is a constant. Expressions for the normalized scattering amplitude, 𝐴̃𝑠, for 1D array imaging and 

different scatterer types can be obtained from the results of section 3.2 and are given in Table 3. Note, that 

for simplicity it is assumed that scattering coefficients 𝐴𝑛  and 𝐴𝑠  weakly depend on the incident and 

scattered angles within the array angular aperture, which is a reasonable approximation for the cases 

considered in this report. 

The lateral size of the PSF is inversely proportional to the maximum lateral wavenumber component, and 

its axial size is proportional to the initial pulse length. Therefore, the integral in (12) can be written as 

∫|𝑃|2𝑑𝒓 = 𝐶𝑝(𝑓
2 sin𝜑)−1,                                                           (16) 

where 𝐶𝑝  is a constant, which depends on the type of the imaging algorithm. Finally, the single scattering 

SNR as a function of angular aperture and frequency can be written in the following form: 
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𝛿𝑠𝑛𝑟,𝑆(𝜑, 𝑓) = 𝐶𝛿
𝐴̃𝑠

𝐴̃𝑛
𝑓√sin𝜑,                                                     (17) 

here  𝐶𝛿 = 𝐶𝑠𝐶𝑝
−1/2

𝐶𝑛
−1√𝑑 . 

 

     

Scatterer type 
𝐴̃𝑠  

2D (FE model) 3D 

2D scatterer 𝑆2𝐷  𝑆2𝐷√𝑘 
3D scatterer - 𝑆3𝐷  

Back wall 1/√𝑘 1 
Table 3: Relationships between scattering amplitude and scattering matrix for different scatterer types. 

 

4.3 Multiple scattering   

Expression (17) shows that under the single scattering assumption SNR increases as the imaging frequency 

increases. However, multiple scattering is always present and is the primary cause of the severe 

performance limitations at high inspection depths and frequencies. Therefore, it is important to estimate 

the amount of the multiple scattering contribution and take it into account in the general SNR model.  

Multiple scattering can be characterized by its reciprocal quantity, the single scattering rate, which is  

defined as a proportion of the single scattering contribution in the total image intensity. It was shown that 

the single scattering rate can be estimated directly from the array image [8]. Figs.2a, 3a, 4a show the single 

scattering rate as a function of depth and frequency for the numerical and two experimental examples 

considered in the report. Note that the single scattering rate is closely related to the scattering attenuation, 

because the physical origin of these two phenomena is the same. It was empirically found that an adequate 

approximation to the single scattering rate, similarly to the coherent attenuation, can be described by the 

exponential function as 

𝛿𝑆(𝜑, 𝑓, 𝑧) = 𝑒
−2𝛼𝑠𝑧 ,   𝛼𝑠 = 𝑐𝑠(𝜑)𝑓

𝑛 ,                                                                     (18) 

where the power exponent 𝑛 is the same as for the attenuation coefficient 𝛼 (Table 1). Exponential fits, 

corresponding to the directly measured single scattering rates, are shown in Figs.2b,3b,4b, and a good 

agreement is demonstrated. Note, that because of empirical nature of relationaship (18), its validity domain 

(outside of the measured frequency range) is not exactly known. This question requires separate detailed 

investigation, which is beyond of the scope of this work. The coefficient 𝑐𝑠 as a function of the angular 

aperture 𝜑 is shown in Figs.2c,3c,4c (the value c in these figures corresponds to the plane wave attenuation, 

see Table 1). It can be seen that in the range 100 ≤ 𝜑 ≤ 300 the coefficient 𝑐𝑠 (and therefore, the single 

scattering rate) is almost independent on the aperture angle and  

𝛼 ≤ 𝛼𝑠 ≤ 2𝛼.                                                                                          (19) 

It is interesting to note that for two experimental samples 𝛼𝑠 is very close to 𝛼, but for FE simulations 𝛼𝑠 is 

close to 2𝛼. This difference is thought to be caused by the grain structure dimentionality, which is 3D in 

real samples and 2D in FE model. Importantly, this observation highlights the fact, that there are significant 

fundamental differences between 2D and 3D scattering, and 2D simulations can not be considered as fully 

representative of real 3D microstructures. In this context the paper [9] must also be mentioned, where the 

frequency dependence of the coherent attenuation 𝛼 was analysed using 2D and 3D FE simulations. 
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Figure 2: Single scattering rate for the inconel sample, experiment (a) and exponential fit (b), 𝝋 = 𝟐𝟎𝟎;  (c) coefficient 𝒄𝒔. 

 

Figure 3: Single scattering rate for the copper sample, experiment (a) and exponential fit (b), 𝝋 = 𝟐𝟎𝟎;  (c) coefficient 𝒄𝒔. 

 

Figure 4: Single scattering rate for the copper sample, 2D FE model, experiment (a) and exponential fit (b), 𝝋 = 𝟐𝟎𝟎;  
(c) coefficient 𝒄𝒔. 

 

4.4 General model 

Combining results in sections 4.1, 4.2 and 4.3, the following expression for the SNR can be obtained: 

𝛿𝑠𝑛𝑟 = 𝐶𝛿
𝐴̃𝑠

𝐴̃𝑛
𝑓𝑒−𝛼𝑠𝑧√sin𝜑.                                                                          (20) 

Note that in expression (20) it is assumed that the signal and noise amplitudes are measured at the same 

depth 𝑧. Therefore, although both signal and noise are affected by the attenuation, 𝐴̃𝑠 , 𝐴̃𝑛~exp (−2𝛼𝑧), 

their ratio does not explicitly depend on the attenuation. However, as it was explained in section 4.1, in 

practice it is more convenient to measure the noise at different depth, 𝑧𝑛 < 𝑧. In this case the signal-to-

noise ratio,  𝛿𝑠𝑛𝑟
′ (𝑧, 𝑧𝑛), is related to 𝛿𝑠𝑛𝑟  as 

𝛿𝑠𝑛𝑟
′ (𝑧, 𝑧𝑛) = 𝛿𝑠𝑛𝑟𝑒

−(2𝛼−𝛼𝑠)(𝑧−𝑧𝑛).                                                              (21) 
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In general, the scaling coefficient 𝐶𝛿  in (20) depends on material properties. However, it can be calculated 

by measuring the signal-to-noise ratio, 𝛿𝑠𝑛𝑟
𝑟𝑒𝑓
(𝑧𝑟𝑒𝑓), of some reference scatterer (for example, a back wall), 

located at 𝑧𝑟𝑒𝑓 . Then the SNR of a defect located at 𝑧, is given by 

𝛿𝑠𝑛𝑟(𝑧) = 𝛿𝑠𝑛𝑟
𝑟𝑒𝑓(𝑧𝑟𝑒𝑓)𝐴𝑠

𝑟𝑒𝑓𝑒−𝛼𝑠(𝑧−𝑧𝑟𝑒𝑓),                                                (22) 

where 𝐴𝑠
𝑟𝑒𝑓

 is the defect image amplitude relative to the reference scatterer.  
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5 Validation  

5.1 Average grain size estimation 

One application of model (20) is to predict the SNR of a defect of interest and to find optimal array 

inspection parameters, which is the main focus of this report. Alternatively, it can also be used to estimate 

the grain noise Figure of Merit 𝐴𝑛, which incorporates material microstructural properties, in particular the 

average grain size 𝑑. Fig.5 shows the normalized FOM as a function of the normalized frequency 𝑘𝑑. It can 

be seen that at low frequencies  𝐴̃𝑛~(𝑘𝑑)
2 , and at high frequencies 𝐴̃𝑛~1 . Note that conventional 

backscatterer methods of material characterization [18,19] are based on the single scattering assumption, 

which is valid at low frequencies when the wavelength is large compared to the grain size, 𝑘𝑑 ≪ 1. In this 

case the FOM 𝐴𝑛 = 𝐶𝑛𝑑
3/2𝑘2, so material parameters 𝐶𝑛  and 𝑑 are combined into one scaling factor, and 

in order to obtain 𝑑 the material constant 𝐶𝑛  must be known. Importantly, expression (20) is valid for all 

frequencies, and, therefore, allows to measure the FOM even in the dominant multiple scattering regime, 

𝑘𝑑 ≥ 1. Note, that in the intermediate frequency regime, 0.5 ≤ 𝑘𝑑 ≤ 4, parameters 𝐶𝑛  and 𝑑  are not 

coupled in the expression for 𝐴𝑛, and, therefore, can be found independently by fitting the model (13)-(14) 

to the measured FOM.  

Results of the grain size estimation for the Inconel sample are presented in Figs.6a,b. The side drilled hole 

(SDH) of 2 mm diameter located at 40 mm depth was used as a reference scatterer. Firstly, for each value 

of 𝑑 the constant 𝐶𝑛  was found from the best linear fit. Fig.6a shows the relative residual fitting error of 

the normalised FOM as a function of the parameter 𝑑. Then the average grain size was defined as a value 

of 𝑑, corresponding to the smallest fitting error. It is seen that the estimated grain size is about 650 µm, 

which is in the good agreement with the metallographic measurements of 740 µm (see Table 1).  

Figs.6c-f show the results for the copper sample. In this case the grain size was not known, and SNR 

measurements for two reference scatterers were used. The first scatterer was a 1 mm SDH located at 40 

mm depth, and the back wall at the defect free part of the sample with 40 mm depth was used as the 

second reference scatterer. It can be seen that in both cases the mean grain size was estimated as 𝑑 ≈ 200 

µm.  

 

 
Figure 5: Normalised Figure of Merit (expression (14))  
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Figure 6: Results of the average grain size estimation. Top row: relative RMS fitting error of the normalised FOM as a function 
of the grain size. Bottom row: Measured and modelled normalised FOM. (a), (b) Inconel sample, 2 mm SDH at 40 mm depth; 

(c), (d) Copper sample, 1 mm SDH at 40 mm depth; (e), (f) Copper sample, back wall at 40 mm depth. 

 

5.2 Image intensity  

Another application of the developed SNR model is to predict the array image intensity variation as a 

function of depth and frequency. As it follows from expression (21), the image intensity 𝐼 can be written as  

𝐼(𝑧, 𝑓) = 𝐶𝐼𝑒
−2(2𝛼−𝛼𝑠)𝑧  .                                                                          (22) 

From (19) and expression (22) it can be seen that 𝐼~exp (−2𝑐𝛼𝛼𝑧), where the coefficient 0≤ 𝑐𝛼 ≤ 1. The 

important conclusion is that the image intensity decrease rate is slower than that given by the single 

scattering model with the plane wave coherent attenuation coefficient, 𝐼~exp (−4𝛼𝑧). Physically this is 

explained by the multiple scattering contribution to the total image intensity. Interestingly, this effect is 

independent of frequency and present even at low frequencies in the dominant single scattering regime. 

These conclusions are supported by experimental measurements, presented in Fig.7. Note that the same 

effect, but related to the backscattered time-domain signal amplitude attenuation, has been reported 

before in [20,21]. 
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Figure 7: Image intensity variation for Inconel, 2.5 MHz, 𝝋 = 𝟐𝟓𝟎 (a,b) and Copper, 3 MHz, 𝝋 = 𝟐𝟎𝟎 (c,d) samples. (a,c) array 
images; (b,d) average image intensity as a function of depth. 

5.3 Signal-to-noise ratio 

Fig.8 compares the measured and modelled SNR as a function of the array aperture angle for different 

defects in Inconel and copper samples. Results for the SNR as a function of frequency are presented in Fig.9.  

Note that for experimental measurements on the copper sample the normalized FOM was calculated using 

the mean grain size 𝑑 = 200 𝜇𝑚, estimated in section 5.1.  These results show an excellent agreement with 

the experimental and simulated data, and therefore provide a validation for the SNR model (20).  

 

 
Figure 8: SNR as a function of aperture angle for (a) 2 mm SDH at 40 mm depth in Inconel sample, f =2 MHz;  (b) 1 mm SDH at 

40 mm depth in Copper sample, f =3 MHz.   
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Figure 9: SNR as a function of frequency for (a) 2 mm SDH at 40 mm depth in Inconel sample, 𝝋 = 𝟐𝟓𝟎; (b) 2 mm SDH at 20 
mm depth in Copper sample, 2D FE model, 𝝋 = 𝟐𝟎𝟎 ; (c) 1 mm SDH at 40 mm depth in Copper sample, 𝝋 = 𝟐𝟎𝟎; (d) back wall 

at 40 mm depth in Copper sample, 𝝋 = 𝟐𝟎𝟎.   
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6 Discussion  

Expression (20) shows that the SNR is mainly influenced by two array system parameters: array aperture 

angle, 𝜑, and imaging frequency, 𝑓. Firstly, the effect of the aperture angle is analysed. The dependence of 

the SNR on 𝜑 is controlled by the single scattering attenuation coefficient 𝛼𝑠 and the factor √sin𝜑, which 

corresponds to the array focussing performance. However, the results of section 3.1 show that in the 

angular range 100 ≤ 𝜑 ≤ 300, which is the most common in practical applications, the single scattering 

attenuation is almost completely independent of the aperture angle. In this case the SNR behaviour is 

primarily determined by the factor √sin𝜑. Therefore, the expected improvement in SNR, which can be 

achieved by increasing the angular aperture from 100 to 300 , is about 5 dB.   

The imaging frequency has a much greater effect on the array imaging performance and therefore can be 

considered as the main optimisation parameter. The analysis of the experimentally measured SNR as a 

function of frequency is limited by the size of the array bandwidth. For example, as can be seen from Fig.9, 

the SNR monotonically decreases with the frequency in the measurable frequency range. However, from 

these data it is impossible to determine the defect’s detection limit, as well as the point of the maximum 

sensitivity. In this case, model (20) provides the crucial tool, which can be used to analyse the SNR in a wide 

range of frequencies and to find the optimal performance point. It should be mentioned, that the SNR 

model (20)requires the knowledge of the single scattering rate as a function of frequency.  In this work, 

empirical exponential expression (18) was found to provide a good approximation, and it was hypothesised 

that this expression remains valid in the considered frequency range (outside of the transducer bandwidth). 

Note, that the validity of this assumption is less important at low frequencies, where the contribution of 

multiple scattering is relatively small. However, in general this question requires a further detailed 

investigation, and it will be addressed in future work.  

Fig. 10a shows the SNR for the 2 mm SDH located at 40 mm depth in the Inconel sample. The modelled SNR 

is plotted for the extended frequency range from 0.1 MHz to 5 MHz, which can be approximately splitted 

into three regions. The first region corresponds to low frequencies, 𝑓 ≤ 1 MHz, and the predominantly 

single scattering regime, 𝛿𝑆 ≥ 70%, where the SNR follows the single scattering trend. The SNR behaviour 

in the dominant multiple scattering region, 𝑓 ≥ 3 MHz, 𝛿𝑆 ≤ 5% is determined by the single scattering 

exponential decay,  𝛿𝑠𝑛𝑟~𝑓𝑒
−𝛼𝑠𝑧 . In the frequency range 5% ≤ 𝛿𝑆 ≤ 70% the SNR exibits an intermediate 

behaviour. It can be seen that the detection limit corresponds to 4.9 MHz. On the other hand, the maximum 

sensitivity is achieved at 0.4 MHz. However, as the maximum SNR value is relatively high, it is possible to 

perform imaging at higher frequencies, which improves the image resolution, but keeps the SNR well above 

the detection threshold. Therefore, in this particular case the optimal performance point is likely to be at 

higher frequencies, 2 MHz ≤ 𝑓 ≤ 4 MHz, and represents a compromise between the image resolution and 

the required SNR level.  

Fig. 10b shows the SNR as a function of frequency for a very small defect at the limit of array detectability. 

In this case the FE model was used to simulate array data for 0.12 mm SDH located at 20 mm depth in the 

copper sample C (see Table 1) and the SNR was averaged over 30 realizations of grain noise. It can be seen 

that there is an excellent agreement between the analytical model and the SNR measured from the FE data. 

The maximum sensitivity is achieved at 𝑓 ≈ 2.4 MHz, which corresponds to the intermediate frequency 

region, where 𝛿𝑆 ≈ 45%  and the SNR behaviour is determined by both single and multiple scattering 

contributions.  Importantly, in this case the maximum sensitivity point also represents the optimal imaging 

frequency.  
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The SNR model (20) can also be used to evaluate the array sensitivity to other possible defects, which can 

be difficult to manufacture in order to perform experimental measurements. As an example, the SNR for 

3D spherical voids (porosity) located at 40 mm depth in the Inconel sample is presented in Fig. 11. It can be 

seen that as the size of a void decreases, the maximum sensitivity point is shifting from the single scattering 

region to the intermediate frequency region. The smallest detectable void is approximately 0.7 mm, which 

is comparable to the mean grain size. In this case the optimal inspection frequency is 2.7 MHz and 

corresponds to the onset of the dominant multiple scattering regime.     

 
Figure 10: SNR as a function of frequency for (a) 2 mm SDH at 40 mm depth in Inconel sample; (b) 0.12 mm SDH at 20 mm 

depth in Copper sample (FE model) . 

 

Figure 11: SNR as a function of frequency for spherical voids of 5 mm, 1 mm and 0.7 mm diameter, located at 40 mm depth in 
Inconel sample. 
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7 Conclusions 

In this report the problem of finding optimal ultrasonic array parameters for imaging in materials with a 

high structural noise has been considered. In particular, the effects of array angular aperture and imaging 

frequency on the SNR have been analysed. In order to quantify the array performance, a general model of 

the SNR which includes single and multiple scattering contributions has been developed. Additionally, 

experimental measurements and FE simulations have been performed, and a good agreement has been 

found between the model predictions and measurement results.  

The main conclusions can be summarised as follows. 

− The multiple scattering effect in the SNR model is represented by an exponential factor, e−𝛼𝑠𝑧, which 
describes the proportion of the single scattering contribution in the total image amplitude. The single 
scattering attenuation coefficient 𝛼 ≤  𝛼𝑠 ≤ 2𝛼, where 𝛼 is the plane wave coherent atteniuation. 

− The SNR model provides a tool to measure the material Figure of Merit even in the strongly multiple 
scattering regime. This makes it possible to estimate the mean grain size from the normalised FOM 
without independent measurement of material elastic constants. 

− Multiple scattering has significant impact on the depth and frequency dependence of the image 

intensity, 𝐼~𝑒−2(2𝛼−𝛼𝑠)𝑧. In particular, the image intensity attenuation rate is more than two times 
smaller than that given by the coherent attenuation 𝑒−4𝛼𝑧 . 

− SNR dependence on the array aperture angle in the range 100 ≤ 𝜑 ≤ 300 is mainly determined by 

the array focussing effect and is described by the factor √sin𝜑 .  

− SNR frequency behaviour is characterised by three regions:  
o Low frequency region 𝑓 ≤ 𝑓𝑆, corresponding to the predominantly single scattering regime, 

where the single scattering rate 𝛿𝑆 ≥ 70%. In this case the SNR variations are described by 
the single scattering model.  

o Intermediate region, 5% ≤ 𝛿𝑆 ≤ 70%.  
o Dominant multiple scattering regime, 𝛿𝑆 ≤ 5%, where the SNR rapidly decreases because of 

the single scattering exponential decay factor.   

− The SNR peak (point of the maximum sensitivity) is determined by the frequency behaviour of the 
defect’s scattering coefficient (which is mainly governed by the defect size) and the multiple 
scattering effect (single scattering attenuation).  

o For relatively large defects, with the size comparable or larger than the wavelength at 𝑓 = 𝑓𝑆, 
the point of maximum sensitivity is located in the single scattering region 𝑓 ≤ 𝑓𝑆, and is 
primarily determined by the single scattering factors. 

o For defects with the size smaller, than the wavelength at 𝑓 = 𝑓𝑆, the point of maximum 
sensitivity is gradually shifting from the single scattering region to the intermediate 
frequency region, and is determined by the combined effect of single scattering and multiple 
scattering contributions.  

o In all cases, if the maximum SNR is close to the detection limit (for example, weak inclusions, 
small porosity, unfavourably oriented cracks or crack tip diffraction signal), then the optimal 
inspection frequency corresponds to the maximum sensitivity point. Otherwise, for stronger 
scattering defects, the optimal performance point is likely to be at higher frequencies and is 
defined by the compromise between the image resolution and the required SNR level.   
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