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1 Summary 

This report aims to study the inspection performance of ultrasonic testing for detection and characterisation 

of defects in coarse grained materials. In particular, the use of the scattering matrix, extractable from the 

FMC dataset, is explored and it is shown that the proposed method using the scattering matrix can facilitate 

improved detection and characterisation of defects compared to methods based on ultrasonic images. The 

first step of the proposed method is accurate modelling of the grain scattering noise. Multiple realisations of 

the grain structure are simulated to understand the influence of the coarse-grained material on both defect 

detection and characterisation. As an example, assuming an average grain size of 0.2mm, cracks and holes of 

sizes between 1mm and 3mm are considered at frequencies 1-3 MHz. This modelling framework is shown to 

be suitable to understand the influence of the material and array imaging parameters on both the detection 

and characterisation problems in coarse-grained materials. 
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2 Introduction 

Ultrasonic inspection is a widely used technique in non-destructive testing (NDT) [1], [2]. An important 

application can be found for inspection of nuclear power plants, where ultrasound is often considered to be 

preferable to radiography due to the safety concerns related to the use of X-rays [3]. In recent years, the 

capability of using ultrasound to detect and characterise defects has improved significantly with the 

introduction of transducer arrays [4] and advanced imaging algorithms, such as the total focusing method 

(TFM) [5], the inverse wave field extrapolation (IWEX) method [6], and the wavenumber algorithm [7]. 

Alternatively, when the defect is relatively small (i.e. less than two wavelengths in size), the far-field 

scattering matrix can be extracted from the array data and used for accurate characterisation [8]. 

Like other inspection techniques, the performance of ultrasonic inspection is subject to measurement noise 

and can potentially become very poor if the signal-to-noise ratio (SNR) of the measurement is low. One of 

the main challenges for inspecting nuclear power plant components is caused by the existence of grains in 

the material (i.e. polycrystalline materials that are widely used in nuclear industry [9]). Ultrasonic attenuation 

and backscatter caused by the interaction of the ultrasonic waves with the grains can severely affect the SNR 

of the measured signals and resultant images.  High-frequency inspection and/or materials with large grains 

are particularly challenging because attenuation increases with the grain size and frequency for grain sizes of 

practical interest [10]. For example, in the Rayleigh regime (i.e. grain size is much smaller than the 

wavelength), the attenuation coefficient is proportional to the fourth power of the frequency and the third 

power of the grain size [10], suggesting that low-frequency inspection should be used in order to detect small 

defects [11].  Low frequencies are, however, undesirable for defect characterisation because of the poor 

imaging resolution. The grains also cause backscattered echoes to be contaminated with coherent noise [12].  

The amplitude and shape of the defect signal can be affected by the coherent noise, making it difficult to 

distinguish the defect signal from signals measured from defect-free regions of a component. 

A parametric-manifold mapping approach [8] is adopted in this report for detection and characterisation of 

defects using the scattering matrix. The defect manifold (representing scattering matrices of all possible 

defects of a given type) and noise model (describing how the measured scattering matrices differ from the 

modelled ones) are two key components of the characterisation procedure [8]. Compared with approaches 

based on typical machine learning algorithms (e.g. classification of the defect type using support vector 

machine classifiers [13]), this approach has the advantage that it can visualise and explain the 

characterisation process by exploring the geometry of the defect manifold. In addition, it was shown using 

Bayes theorem that the characterisation uncertainty can be quantified by adopting a proper noise model [8]. 

In the current work, we aim to use more accurate noise models for improved detection and characterisation 

when the noise is caused by grain scattering [14]. By using accurate noise models for evaluation of the 

characterisation uncertainty, significant improvement is achieved for detection/characterisation of defects 

in coarse grained materials compared with methods based on ultrasonic images as well as methods using 

general noise models. 
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3 Forward modelling 

3.1 Grain scattering modelling 

Accurate forward modelling provides the basis for any inversion technique. In this report, we adopted the 

finite element (FE) modelling approach proposed in [15] to simulate the ultrasonic signals scattered by a grain 

structure in 2D. A random grain structure can be obtained  with the use of Voronoi diagrams [16], and below 

is a brief description of the approach. More details about the forward modelling procedure, including FE 

modelling of 3D structures, can be found in [15].  

The first step in simulating a grain structure is to create uniform grid points within the sample. The grid points 

are then shifted by a random amount that follows a Gaussian distribution. The spacing of the initial grid points 

determines the average grain size, and the standard deviation of the Gaussian distribution (termed the shift 

parameter hereafter) is linked to the grain size variation of the final structure. A Voronoi diagram is created 

based on these randomly distributed grid points (nodes), and Fig. 1(a) shows an example of the Voronoi 

diagram in a 5mm×5mm region. As can be seen, the Voronoi diagram divides the sample region into a 

number of convex polygons, each containing one node and defining the region of the diagram that is closest 

to the node [11]. To model a quasi-isotropic material such as Type 304 stainless steel, each grain is assumed 

to have a random orientation [15]. We note that Type 304 stainless steel is commonly used in pressure 

vessels in the nuclear power industry and assume the grain parameters 𝑐11 = 2.16 × 1011 N/m2, 𝑐12 =

1.45 × 1011 N/m2, 𝑐44 = 1.29 × 1011 N/m2, and 𝜌 = 7860 kg/m3 (𝑐11, 𝑐12, and 𝑐44 are elastic constants 

of a cubic material) [17], [18]. 

Figure 1(b) shows the measurement configuration adopted in this report. A 64 element linear array with an 

element pitch of 0.5mm is used on a sample with the depth of 40mm. The excitation signal is chosen to be a 

wideband input signal with a centre frequency of 2.5 MHz. Hence, the received signal is also wide-band 

(although containing less high frequency contents due to attenuation), which enables us to extract defect 

(and noise) data and compare imaging/characterisation results at different frequencies. In this report, 

imaging and scattering matrix extraction are performed for frequencies between 1 MHz and 3 MHz, and the 

array is always Nyquist spatially-sampled (i.e. element pitch is smaller than half the wavelength) within this 

frequency range. The target defect is located at a distance of 20mm from the surface, and it is aligned with 

the array centre.   A 5mm side-drilled hole is introduced on the right-hand-side of the defect as a reference 

scatterer. Multiple measurement data for a given defect are needed to calculate the statistics of the grain 

noise distribution. The array data are simulated from different realisations of the grain structure, with Pogo 

[19] being used as the FE solver. Pogo has the advantage of utilising the computational power of graphics 

processing units (GPUs) and is reported to reduce the processing time by up to 200 times compared to a CPU-

based commercial software [19]. A regular mesh is used in FE for computational efficiency, and the grain 

boundaries are modified to match the meshes in FE. The element size used in this report is 80 𝜇m, which 

corresponds to 23 elements per wavelength at the highest frequency considered for imaging and 

characterisation (i.e. 3 MHz). This gives typical run time of 36 minutes for an FE model having 8.7 × 105 

degrees of freedom and 8.6 × 105 elements, based on an Nvidia Quadro 600 GPU. 50 random grain 

structures having the mean grain size of 0.2mm are simulated using the procedure described above where 

the shift parameter is set to be 0.4mm, giving grain structures similar to the one shown in Fig. 1(a). A 

simulated sample typically has 65,000 grains and Fig. 1(c) shows the grain size distribution which is seen to 

follow a Gaussian distribution. Defects can be introduced by removing certain elements at the defect location 

according to the desired defect geometry, and the shapes of the defects thus follow the edges of the regular 

mesh. Cracks and holes of sizes 1mm, 2mm, and 3mm are chosen as target defects, and the random grain 

structures are used to simulate array data of the target defects. In addition, defect-free data for each of the 
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grain structures are also simulated. It is worth pointing out that the main aim of this report is to study the 

grain scattering phenomenon and develop a defect charactersiation approach which can address issues 

related to grain scattering noise. The characterisation approach developed in this report can be applied to a 

wide range of grain (and defect) sizes, and discussions on the fundamental limits of the achievable 

characterisation performance are included in Deliverable 3.2 of WP3. 

 

 

Figure 1: (a) An example grain structure with a 1mm side-drilled hole at the centre, (b) measurement 
configuration adopted in FE modelling, (c) grain size distribution of the simulated samples, and (d) notation 
used for imaging and defining the scattering matrix. In (a) and (c), the mean grain size and shift parameters 

are 0.2mm and 0.4mm. In (d), an incident angle 𝜽𝒊𝒏 (or a scattering angle 𝜽𝒔𝒄) is positive if it is measured 
clockwise from the z -axis. 

3.2 Calculation of the ultrasonic velocity and attenuation 

High resolution imaging algorithms such as the total focusing method (TFM) [5] work by synthetically focusing 

the ultrasonic beam at each pixel point. Focusing is achieved by calculation of delay laws for different array 

elements based on the propagation distance and the ultrasonic velocity [20]. In addition, amplitude reduction 

caused by attenuation should be compensated for when extracting scattering matrices from the array data. 

In this section, the ultrasonic velocity and frequency-dependent attenuation coefficients are calculated from 

simulated time domain data using the first and second back wall reflections from a defect-free sample [11]. 

For this purpose, 20 defect-free samples of 10mm depths are simulated separately for the same mean grain 

size of 0.2mm. An equivalent pulse-echo signal is obtained by averaging signals recorded by all transmitter-

receiver pairs of the 64 element array (element pitch: 0.5mm) for all 20 simulations (see Fig. 2(a)). Averaging 
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the time-domain signal of all tranmitter-receiver pairs of an array is equaivalent to using the array as a large 

unfocused monolithic transducer, and hence, the effecs of beam spreading become negligible [21]. The 

ultrasonic velocity can be calculated based on the difference in the arrival times of the first and second back 

wall reflections. The attenuation coefficient is calculated by [11] 

                                                                                           

                                                                         𝛼(𝜔) =
1

2𝑑
𝑙𝑛 |

𝑄1(𝜔)

𝑄2(𝜔)
|,                                                                         (1) 

where 𝑄1(𝜔) and 𝑄2(𝜔) are frequency spectra of the first and second back wall reflections, respectively, 

and 𝑑=10mm is the depth of the sample. The attenuation coefficient results are shown in Fig. 2(b).  A cubic 

line (dashed line in Fig. 2(b)) is fitted to data within the usable bandwidth (i.e. between 1.1 MHz and 2.4 MHz) 

to obtain attenuation coefficients within the whole frequency range considered. This follows from the 

relationship 𝛼 ∝ 𝑑2𝑘3 between the attenuation coefficient 𝛼, grain size 𝑑, and wavenumber 𝑘 = 𝜔/𝑐 in the 

Rayleigh regime assuming a 2D geometry [10]. 

 

Figure 2: (a) Equivalent pulse-echo signal, and (b) attenuation coefficients (dashed line shows the result of 
the cubic fit). Also shown in (a) are the FFT windows used for calculating the frequency spectra of the first 

and second back wall reflections. 
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4 Imaging results and SNR calculations 

In this section, the effect of grain scattering noise on defect imaging is investigated. The total focusing 

method (TFM) [5] is selected as the imaging algorithm here as it is one of the most widely adopted advanced 

imaging approaches in NDT and provides high resolution throughout the component [22]. For a point (𝑥, 𝑧), 

its imaging amplitude is given by TFM as [5] 

                                                        

                                       𝐼(𝑥, 𝑧) = |∑ 𝑔(𝑢, 𝑣, 𝑡 =
√(𝑢 − 𝑥)2 + 𝑧2 + √(𝑣 − 𝑥)2 + 𝑧2

𝑐
)

𝑢,𝑣

|,                                 (2) 

where 𝑔(𝑢, 𝑣, 𝑡) denotes the signal measured by the transmitter-receiver pair where the locations of the 

transmitter and receiver elements are 𝑢 and𝑣, respectively (see Fig. 1(c)), and 𝑐 is the ultrasonic velocity 

which can be calculated as described in Section 3.2. TFM is applied to the simulated array data of different 

target defects, and Fig. 3 shows the imaging results of cracks and holes of sizes 1mm and 3mm at 1-3MHz 

(frequency filters with 50% half bandwidth are applied to the array data in each figure). It is clearly seen from 

these figures that the TFM results progressively become dominated by grain noise as the frequency increases. 

When the defect size is 1mm, the crack and hole are seen to be indistinguishable from the image at all 

freqeuncies (in fact, they are undetectable when the frequency is 3 MHz). Although differences can be 

observed between the TFM images of the 3mm crack and 3mm hole shown in Figs. 3(c)-3(d) (e.g. the backwall 

indication at 1 MHz and defect indication at 2 MHz), accurate defect characterisation (i.e. sizing and 

determination of the defect type) from the image is difficult considering the small defect size and/or high 

noise levels.  

Quantitatively, the images obtained at different frequencies can be compared by their SNR values, which are 

defined as 

                                

                                                                      SNR = 20 × log10

𝐼𝑑

𝑛rms
.                                                                         (3) 

In Eq. (3), 𝐼𝑑 is the maximum image amplitude of the defect, and 𝑛rms denotes the root-mean-square 

amplitude of the noise, which is calculated within a 10mm×10mm region on the left-hand-side of the defect 

and at a similar depth to the defect (i.e. the red box in Fig. 3(a)). Figures 4(a)-4(d) show the SNR results 

extracted from images such as those shown in Fig. 3 for 1mm cracks, 1mm holes, 3mm cracks, and 3mm 

holes, respectively. Within these results, each error bar shows the maximum and minimum image SNRs at a 

given frequency, and they are obtained from 50 random grain structures used to simulate the array data. The 

SNR values decrease as the frequency increases, and hence, the detection performance of ultrasonic 

inspection is shown to be governed by grain noise. 

A detection threshold is needed to determine the existence of a defect. Figure 5 shows the distribution of 

the image amplitude within the noise region, obtained from 50 TFM images of 1mm cracks (the frequency is 

3 MHz). As can be seen, noise amplitude in the image follows a Rayleigh distribution (red dashed line). Based 

on this observation, the detection threshold is set to be 12.4 dB (corresponding to the dashed lines in Figs. 

4(a)-4(d)), and this gives a false call rate of 1/1000 for the considered image size in this report. It is noted that 

although the SNR threshold plays an important role in detection, its selection is “arbitrary” [23] in the sense 

that small defects may become detectable using low threshold values, but this could also result in high false 

alarm rates at the same time. By comparing the SNR results of cracks and holes of the same size, we find that 

although the detectability of a defect is primarily determiend by its size, holes are more  
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Figure 3: TFM results of the target defects and grains at 1-3 MHz, where (a) a 1mm crack, (b) a 1mm hole, 
(c) a 3mm crack, and (d) a 3mm hole. 

Frequency (MHz)  Cracks   Holes  

1mm 2mm 3mm 1mm 2mm 3mm 

1 1 1 1 1 1 1 
1.5 1 1 1 1 1 1 
2 1 1 1 0.98 1 1 
2.5 0.82 1 1 0.82 0.96 1 
3 0.14 0.78 0.96 0.20 0.46 0.82 

Table 1: Probability of detection (calculated from TFM images) of cracks and holes at different frequencies. 

easily affected by grain noise compared to cracks of the same size. For example, the probability of detection 

is below 50% at 3 MHz for both 1mm cracks and 1mm holes (triangles in Fig. 4 represent the median SNR 

values) due to the small defect size. The minimum SNR of 3mm cracks is higher than that of 3mm holes at all 

frequencies and the difference in the minimun SNR value is above 1.5 dB except when the frequency is 1.5 

MHz. 

Table 1 summarises the probability of detection (calculated from 50 random grain structures as before) of 

the target defects. It can be seen that excellent probability of detection results are obtained at frequencies 
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Figure 4: SNR results of (a) 1mm cracks, (b) 1mm holes, (c) 3mm cracks, and (d) 3mm holes. The error bars 
show the maximum and minimum image SNRs, and triangles represent the median SNRs (calculated from 

50 random grain structures). 

 

Figure 5: Histogram plot of the noise amplitude obtained from 50 TFM images of 1mm cracks when the 
frequency is 3 MHz. Red dashed line shows a Rayleigh distribution fitted to the noise data, and black dashed 

line corresponds to the SNR detection threshold of 12.4 dB. 

1 MHz and 1.5 MHz for all defects. The probability of detection drops as the frequency increases, and cracks 

frequently achieved higher probability of detection compared to holes of the same size for a given frequency. 

This phenomenon can be explained by comparing the scattering matrices of different defects, as will be 

discussed in the next section. All cracks are assumed to be horizontal in the current work. The detectability 

of a crack is expected to drop if it has a large orientation angle (i.e. unfavourably oriented to the array), and 
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future work will aim to study the detection and characterisation problem of cracks with different orientation 

angles. 
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5 Detection and characterisation of defects using the 

scattering matrix 

5.1 The scattering matrix 

In this section, we consider using the scattering matrix for detection and characterisation of defects with the 

aim of improving the detection/characterisation accuracy. In a highly scattering medium, the scattering 

matrix can be defined as (assuming a 2D geometry as is shown in Fig. 1(c)) 

                                            𝑆(𝜃in, 𝜃sc, 𝜔) =
𝑎sc(𝜔)

𝑎in(𝜔)
√

𝑑sc

𝜆
exp (−

𝑖𝜔𝑑sc

𝑐
) exp[𝛼(𝜔)𝑑sc],                                   (4) 

where 𝜃in, 𝜃sc are the incident and scattering angles, 𝑎in, 𝑎sc are the amplitude of the plane incident wave 

at the defect and scattered wave measured at a distance 𝑑sc from the defect, respectively, 𝑐 is the ultrasonic 

velocity, 𝛼 is the attenuation coefficient, 𝜆 is the wavelength, and 𝜔 is the angular frequency. The scattering 

matrix encodes the information about a defect in the form of the scattering coefficients for all incident and 

scattering angles. Although the scattering matrix is defined for different mode combinations, only the 

longitudinal-incident-longitudinal-scattering waves are considered in this report. In addition, only the 

amplitude of the scattering matrix is extracted and used for characterisation because phase measurements 

are often associated with high uncertainty/large errors if the actual defect location is unknown [24]. 

The main advantage of using the scattering matrix for characterisation is that defects remain distinguishable 

and characterisable in terms of their scattering matrices even for small defect sizes. For example, Figs. 6(a)-

6(b) show the noise-free scattering matrices of a 3mm crack and a 3mm hole at 2 MHz, where the incident 

and scattering angle ranges are the same as those measurable from the configuration shown in Fig. 1(b). The 

ultrasonic wavelength of the modelled material is 2.8mm when the frequency is 2 MHz, meaning that both 

defects are comparable to the wavelength in size. For the scattering matrix of the crack, high amplitude 

values are found when 𝜃sc = −𝜃in (corresponding to the specular reflection), and the amplitude of the pulse-

echo component of the scattering matrix (i.e.  𝜃sc = 𝜃in) decreases quickly when the incident angle 𝜃in moves 

away from 0° (which corresponds to the normal-incidence-normal-scattering case). On the other hand, the 

most significant feature of the scattering matrix of a hole is that the scattering coefficient is a constant value 

in pulse-echo (in fact, the scattering coefficient is only dependent on the difference between the incident 

and scattering angles and is the same in every diagonal component of the scattering matrix). It is found that 

within the measurable angular range, the maximum amplitude of the scattering matrix of a crack is higher 

than that of a hole which has the same size as the crack. For the size range considered in this report, the 

difference in the scattering amplitude between cracks and holes is more significant for larger defects, and on 

average, the maximum scattering amplitude of a crack is 68% higher than that of a hole when the frequency 

is 2 MHz. The larger scattering amplitude of cracks can explain why the probability of detection is normally 

higher for cracks when compared to holes of the same size (see Table 1). 

Figures 7(a)-7(b) show the scattering matrices of 3mm cracks and 3mm holes, respectively, at 2 MHz, 

obtained from 4 different random realisations of the grain structure. These scattering matrices are extracted 

from the simulated array data using the inverse imaging approach [25], and the 5mm hole (see Fig. 1(b)) is 

used as the reference defect for normalisation of the scattering amplitude. As shown in Figs. 7(a)-7(b), grain 

scattering introduces coherent noise to the measurement (i.e. it distorts the scattering matrix), and hence, 

degrades the characterisation performance. Although the scattering matrices of the cracks and holes still 

show different patterns, the effect of the grain scattering noise is also clearly observed in amplitude 

variations as well as a distortion of shape relative to the noise-free cases (Fig. 6). As a result, cracks can 

potentially be characterised as holes (or other volumetric defects such as ellipses) using classification 
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approaches if the noisy scattering matrices are compared to a pre-computed defect database including only 

the noise-free scattering matrices [13].  

 

Figure 6: Noise-free scattering matrices of (a) a 3mm crack and (b) a 3mm hole, when the frequency is 2 
MHz. 

 

Figure 7: Scattering matrices of (a) 3mm cracks (element size in FE model: 80 μm), (b) 3mm holes (element 
size in FE model: 80 μm), and (c) 3mm cracks (element size in FE model: 40 μm), obtained from 4 random 

grain structures at 2 MHz. Incident and scattering angle ranges of the scattering matrices are the same as 
those shown in Fig. 6. 

The default element size used in all FE simulations in this report is 80 𝜇m as mentioned in Section 3. A smaller 

element size of 40 𝜇m is used to simulate the array data of 3mm cracks for the same grain structures as the 

ones used in Fig. 7(a), and the extracted scattering matrices are shown in Fig. 7(c). The results in Fig. 7(c) are 

in good agreement with those in Fig. 7(a), confirming the accuracy of the FE model. More importantly, the 

difference between these two sets of results becomes even smaller when we compare the mean scattering 

matrices, and the relative difference is only 2.7%. This is important because grain noise modelling is based 

on calculating the statistics of the scattering matrices as will be discussed in the next section. 
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5.2 Defect characterisation approach 

The key idea behind the defect characterisation approach adopted in this report can be described using Bayes 

theorem [8], [26]: 

  

                                                                     𝑃(𝒑|𝑺𝑛) =
𝑃(𝑺𝑛|𝒑)𝑃(𝒑)

𝑃(𝑺𝑛)
.                                                                       (5) 

In Eq. (5), 𝑃(𝒑|𝑺𝑛) denotes the conditional probability of the defect parameter 𝒑 (e.g. representing size 

and/or type of a defect) given the measurement of the noisy scattering matrix 𝑺𝑛 (e.g. the ones shown in Fig. 

7), and is the desired output of the defect characterisation process [8]. If we assume that the occurrence of 

different defects and scattering matrices are equally probable (i.e. 𝒑 and 𝑺𝑛 are uniformly distributed), Eq. 

(5) reduces to 

                                                                           𝑃(𝒑|𝑺𝑛) = 𝐶𝑃(𝑺𝑛|𝒑),                                                                         (6) 

where 𝐶 is a normalisation constant that can be calculated from 𝐶 = (∫ 𝑃(𝑺𝑛|𝒑)𝑑𝑝)−1. It can be seen from 

Eq. (6) that the conditional probability of the defect parameter 𝒑 given the measurement of the noisy 

scattering matrix 𝑺𝑛 is proportional to the probability of measuring 𝑺𝑛 from a defect which can be described 

by parameter 𝒑 with the presence of grain scattering noise. Note that prior knowledge about the defect 

parameter 𝒑 can be readily incorporated into the Bayesian framework described above, in which case 

different normalisation constants need to be used for different defects [8].  In this report, 𝐶 is assumed to be 

a constant for simplicity. Because any real experimental measurement can be written as 𝑺𝑛 = 𝑺0 + 𝒏 where 

𝑺0 is the noise-free scattering matrix and 𝒏 represents measurement noise, the conditional probability 

𝑃(𝑺𝑛|𝒑) can also be expressed in the form 𝑃(𝒏|𝒑). This indicates that an understanding of the noise 

distribution 𝑃(𝒏|𝒑) (referred to as the noise model in this report) is crucial in determining the 

characterisation uncertainty using Eq. (6). We can calculate the statistics of the noise model based on 

multiple random realisations of the grain structure, and term this method the “noise modelling approach”. 

It is worth emphasizing that the selection of the statistical model of the grain noise distribution is dependent 

on the available training (i.e. simulation or experimental) data only, and is not based on any prior assumtions. 

The measurement noise 𝒏 (∈ ℝ𝑁×𝑁 where 𝑁 is the number of incident/scattering angles) normally has 

thousands of noise coefficients, each corresponding to a specific transmitter-receiver pair of the array. To 

avoid building a statistical distribution which has excessively large number of variables, 𝒏 is transformed into 

a lower dimensional space by the use of principal component analysis (PCA) [27]. PCA is able to identify a 

small number of “directions” (termed the principal components or PCs) which are responsible for most of 

the variation in a data set. For statistical confidence, a large number of noise data are required for the PCA 

process. In this report, we used a total of 350 noise realisations for a given frequency  (obtained for 6 target 

defect cases, i.e. cracks and holes of sizes 1-3mm, as well as a non-defect case, each with 50 random grain 

structres) when performing PCA. The variation explained by the first 30 principal component directions (for 

the frequency of 2 MHz) is shown in Fig. 8, which indicates that the majority of information in the 

measurement noise due to grain scattering can indeed be encoded by a small number of the principal 

components. These principal components form the coordinate axes of a new space in which the noise models 

are constructed, and this new corrdinate system is termed the noise PC-space [8] hereafter. Following this, 

the noise model used for characterisation can now be expressed as 𝑃(𝒏pc|𝒑) where 𝒏pc denotes noise 𝒏 in 

the noise PC-space. 

For measurement noise caused by grain scattering, a critical observation is that the statistical distribution of 

the noise 𝒏pc is related to the defect parameter 𝒑. This can be seen from Figs. 9(a)-9(b) which show the 

distribution of grain noise for cracks and holes, respectively, in the first PC-direction at the frequency of 3 

MHz. Importantly, we find that the probability density function of the grain noise distribution of non-defect 
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cases (red lines in Fig. 9) is different from  those of the defects, which can be used to distinguish between 

defect- and noise- scattering matrices. This is shown to improve the detection performance compared to 

image-based methods, as will be discussed in the next section.  

Because the probability density functions shown in Fig. 9 have shapes similar to those of Gaussian 

distributions, it is reasonable to use a multivariate Gaussian distribution [8] to model the noise distribution 

in the noise PC-space. Hence, a noise model can be expressed as 

                                    𝑃(𝒏pc|𝒑) =
1

(2𝜋)𝑁𝑝/2|𝚺|1/2
exp [−

1

2
(𝒏pc − 𝝁)T𝚺−1(𝒏pc − 𝝁)],                               (7) 

where 𝑁𝑝 is the number of noise PCs (the first 10 noise PCs are used for characterisation in this report as  the 

variance is shown to converge when the PC index is 10 in Fig. 8, and adding more PCs can potentially allow 

more noise within the array data to be used for characterisation). 𝝁 and 𝚺 denote the mean and covariance 

matrix, respectively,  and can be estimated from the available training data by 

                                                                         𝝁 = ∑ 𝒏𝑖
pc

/𝑀

𝑀

𝑖=1

,                                                                                      (8) 

                                                        𝚺 = ∑(𝒏𝑖
pc

− 𝝁)(𝒏𝑖
pc

− 𝝁)
T

/(𝑀 − 1)

𝑀

𝑖=1

.                                                          (9) 

In Eqs. (8)-(9), 𝑀 = 50 is the number of the noise scattering matrices modelled in forward simulation for a 

given target defect, and 𝒏𝑖
pc

 denotes the 𝑖-th training data. In summary, the defect characterisation approach 

based on the scattering matrix can be described algorithmically as follows: 

• Step 1: Apply TFM or other imaging algorithms to array data and identify (from the image) regions of 
interest which could potentially contain defects. 

• Step 2 : Extract the scattering matrix 𝑺𝑛 from a region of interest identified at Step 1, calculate the 
noise 𝒏 and convert it into the noise PC-space to obtain 𝒏pc. Given a defect parameter 𝒑, the 
measurement noise 𝒏 is the difference between 𝑺𝑛 and noise-free scattering matrix 𝑺𝑝 of the defect. 

 

 

Figure 8: Variance explained by the first 30 principal component directions of the noise PC-space. 
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Figure 9: Grain noise distribution of different defects and the general noise model [8]. 

• Step 3 : Calculate the conditional probability 𝑃(𝒏pc|𝒑) for each target defect. 

• Step 4 : The defect characterisation result can be obtained as 𝑃(𝒑|𝒏pc) = 𝐶𝑃(𝒏pc|𝒑), where 𝐶 =
(∫ 𝑃(𝒏pc|𝒑)𝑑𝑝)−1. 

5.3 Results 

In this section, the performance of the defect characterisation approach is studied by characterising test data 

which were not used for noise modelling. For each target defect, scattering matrices are extracted from 

simulated array data based on 10 new grain structures, and the average characterisation results (obtained at 

2 MHz) are shown in Figs. 10(a)-10(f). In each figure, the green bar (corresponding to the size 0) gives the 

probability that the target defect is undetected (i.e. identified as grain noise). In addition, the red and blue 

bars show the probabilities of the defect being cracks and holes of sizes 1-3mm, and the bar corresponding 

to the actual modelled defect is indicated with an arrow. From the results of the cracks (Figs. 10(a)-10(c)), it 

is seen that cracks can be characterised accurately with higher confidence as the crack size increases. For the 

results of the holes (Figs. 10(d)-10(f)), however, uncertainty remains high for all defect sizes considered. Also, 

it is found that the false negative rate of 1mm holes (corresponding to the height of the green bar in Fig. 

10(d)) is higher than that of 1mm cracks. This is believed to be related with the lower amplitude of the 

scattering matrices of the holes, when compared to cracks of the same size. 

One of the main improvements achieved in the current work compared to previous works [8], [24] is that 

actual grain scattering noise is modelled and used for characterisation instead of making prior assumptions 

about the noise distribution. On the contrary, under the general coherent noise assumption, noise was 

previously modelled to have the same distribution as that of two-dimensional Gaussian random rough 

surfaces [28]. The same paramters for describing a rough surface in 2D were used for describing general 

coherent noise (see [8] for more details), and the mean value of the noise was assumed to be 0.  Although 

the covariance matrix 𝚺 (see Eq.(9)) of the Gaussian distribution can be made close to the true value (e.g. by 

optimising parameters of the general coherent noise model), the noise distribution obtained with this zero-

mean assumption could potentially lead to poor characterisation results. Figure 11(a) shows the 

characterisation result of the non-defect cases which is obtained from 10 new grain structures as before. The 

actual noise models (i.e. mean and covariance matrix are calculated from the training data) are used in Fig. 

11(a), and the considered frequency is 3 MHz as the effect of grain scattering noise is most significant  
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 Figure 10: Average characterisation results of different defects when the frequency is 2 MHz, where 
(a) 1mm cracks, (b) 2mm cracks, (c) 3mm cracks, (d) 1mm holes, (e) 2mm holes, and (f) 3mm holes. In each 

figure, the bar corresponding to the actual modelled defect is indicated with an arrow. 

 

 

Figure 11: Characterisation results of non-defect cases when the frequency is 3 MHz, where (a) the actual 
noise models and (b) the general coherent noise model [8], are used for characterisation. 

at this high frequency. We can see that false alarms do appear due to the high noise level but the probability 

of the correct category (i.e. ‘non-defect’) is still dominant (86.6%). Figure 11(b) shows the result obtained 

with the use of a general coherent noise model [8]. It can be seen that the general noise model has yielded 

poor characterisation result with the false alarm rate of 98.8%, although the parameters of the noise model 

are carefully selected using the maximum-likelihood estimation method [24]. This is not surprising because 

the probability density function of the general noise model is indeed more similar to the actual noise 

distribution of the defects than that of non-defect cases as can be seen from Fig. 9. 

It is important to study the effect of the inspection frequency on detection/characterisation performance of 

the proposed approach. Here, we use probability of detection, classification accuracy, and sizing error to 

compare the results obtained at different frequencies. Probability of detection gives the probability that a 



D3.1– Inspection sensitivity analysis 

Public © ADVISE consortium Page 20 / 24 

defect can be distinguished from noise, and is related to the detectability of a defect. Classification accuracy 

is defined as the probability that the defect type is correctly identified (e.g. sum of the probability of the red 

bars in Figs. 10(a)-10(c) or sum of the blue bars in Figs. 10(d)-10(f)), and the sizing error is given as the 

difference between the mean sizing result and the actual defect size. These results are summarised in Tables 

2-4 for the target defects at frequencies 1-3 MHz. From the probability of detection result given in Table 2, 

we find that all the defects can be detected with high confidence at 1 MHz and 1.5 MHz. For cracks and holes 

of sizes 1mm and 2mm, a drop in the probability of detection is observed as the frequency increases, and 

importantly, the detection performance is improved compared to the image-based inspection at 3 MHz (see 

Table 1). The classification accuracy of 1mm cracks is shown to be poor at all frequencies. 2mm cracks can 

be classified accurately at frequencies between 1.5 MHz and 3 MHz, and their sizing error is relatively small 

at all frequencies. At 1.5-2.5 MHz, 3mm cracks are shown to achieve excellent characterisation with high 

classification accuracy and small sizing errors, but their sizing errors at 1 MHz and 3 MHz are large. The 

classification accuracy of the holes is satisfactory for most cases, but holes also tend to have larger sizing 

errors than cracks. 

   

Frequency (MHz)  Cracks   Holes  

1mm 2mm 3mm 1mm 2mm 3mm 

1 1 1 1 1 1 1 
1.5 1 1 1 1 1 1 
2 0.96 1 1 0.80 1 1 
2.5 0.96 1 1 0.81 1 1 
3 0.46 0.98 1 0.97 0.57 1 

Table 2: Probability of detection (calculated using the scattering matrix) of cracks and holes at different 
frequencies. 

 

Frequency (MHz)  Cracks   Holes  

1mm 2mm 3mm 1mm 2mm 3mm 

1 0.34 0.56 0.88 0.92 0.98 1 
1.5 0.47 0.88 1 0.56 0.73 0.99 
2 0.30 0.69 1 0.61 0.67 0.63 
2.5 0.41 0.71 1 0.46 0.77 0.58 
3 0.18 0.73 0.84 0.72 0.44 0.68 

Table 3: Classification accuracy (calculated using the scattering matrix) of cracks and holes at different 
frequencies. 

Frequency (MHz)  Cracks   Holes  

1mm 2mm 3mm 1mm 2mm 3mm 

1 0.17 0.10 0.36 0.33 0.13 0.02 
1.5 0.04 0.19 4.13× 10−3 0.32 0.11 0.66 

2 0.37 0.07 0.06 0.06 0.51 1.16 
2.5 0.27 0.11 0.03 0.05 0.63 1.36 
3 0.38 0.22 0.58 0.33 1.26 1.00 

Table 4: Mean sizing error (mm, calculated using the scattering matrix) of cracks and holes at different 
frequencies. 
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 Figure 12: Characterisation results obtained with different number of array elements: (a) 3mm 
cracks with 16 elements, (b) 3mm cracks with 32 elements, (c) 3mm cracks with 48 elements, (d) non-defect 
cases with 16 elements, (e) non-defect cases with 32 elements, and (f) non-defect cases with 48 elements. 

 

Array aperture size is another important parameter related to the inspection accuracy of an array. In order 

to study its effect on detection and characterisation of defects, characterisation results obtained with arrays 

having different number of elements are compared in Fig. 12 (the same element pitch of 0.5mm is used in all 

cases and the range of accessible incident/scattering angles increases by using more array elements). Figures 

12(a)-12(c) show the characterisation results of 3mm cracks at 2 MHz when the number of array element is 

16, 32, and 48, respectively. Compared to the characterisation result shown in Fig. 10(c) which is obtained 

with a 64 element array, the sizing uncertainty can be seen to increase as the number of array elements 

decreases and the defect size is underestimated with increasing probability. The reduction in the number of 

array elements also causes difficulty in distinguishing between defects and grain indications in an image. 

Figures 12(d)-12(f) show the charactersation results of the non-defect cases obtained with 16, 32, and 48 

array elements, and false alarms are shown to appear in Figs. 12(d)-12(e) even at the relatively low frequency 

of 2 MHz.   
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6 Conclusions 

Grain scattering noise is modelled and used for evaluating the characterisation uncertainty in this report. 

Firstly, a grain structure is simulated as a Voronoi diagram that can be obtained from randomly shifted nodes 

(corresponding to the vertexes of a grain). Secondly, an FE model is prepared by introducing a target defect 

into the simulated grain structure, and the array data is computed by running FE simulations. Thirdly, the 

scattering matrix of the defect is extracted from the simulated array data, and is used as the basis for the 

proposed characterisation approach.  

By comparing to the use of general noise models, the proposed noise modelling approach shows that forward 

modelling based on a priori knowledge about the grain size distribution within a material and anisotropic 

material properties can provide important information that is useful for accurate detection and 

characterisation of defects. Using the proposed approach, characterisation accuracy calculated from the test 

dataset is shown to be different for different defects. For example, 3mm cracks can be detected, classified 

and sized with excellent accuracy when the frequency is between 1.5 MHz and 2.5 MHz. However, the 

classification accuracy of 1mm cracks is consistently poor at all frequencies considered, while their sizing 

results are still acceptable at 1-1.5 MHz. 

In practice, the proposed defect characterisation approach requires knowledge about the grain size 

distribution and anisotropic material properties of the test sample, which can be used in FE simulations to 

obtain  multiple realisations of the noise scattering matrix. Alternatively, noise can be measured 

experimentally from different regions of a sample or samples which are known to have similar grain 

structures. Future work will aim to study the performance of the noise modelling approach by characterising 

real defects that are found in industrially relevant samples. 
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